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Investigated i n  t h i s  work is the general problem of calculating suf f ic ien t  

s t a t i s t i c s  (see [l], pp. 530-531 and also 121) for  a given family of one-dimen- 

sional probabili ty distributions.  We w i l l  analyze s t a t i s t i c s  assuming a vector 

value; hence, obviously, the necessity of studying the suf f ic ien t  system of stat- 

i s t i c s  separately drops out. Definition 2 introduces a new concept of nsoessary 

s t a t i s t i c s .  If the knowledge of any suff ic ient  s t a t i s t i c s  yields  suf f ic ien t  mater- 

ial t o  estimate unknown parameters which are  suff ic ient  i n  the sense tha t  knowledge 

of the  t o t a l  r e s u l t  of observation does not add anything essent ia l  t o  t h i s  material, 

then the knowledge of the whole necessary s t a t i s t i c s  i s  necessary so t ha t  no 

essent ia l  loss of information would occur. 

statistic exists f o r  each fmilp of dis t r ibut ions with a fixed volume of choices, 

A single necessary and suf f ic ien t  

t o  the accuracy of equivalence. 

&anwhile, Theorem 1 introduces a new concept of the rank of a family of d i s t r i b -  

utions. 

Theorem 1 gives a method of calculating it. 

The concept of suff ic ient  s t a t i s t i c s  for  a family of i n f i n i t e  rank is 

f r u i t l e s s ,  

i cu l a r  case of the l a t t e r  i s  the Darmois theorem [3]). 

obtained from certain distributions of l i nea r  transformations of a s t ra ight  l i ne ,  

play an important par t  i n  mathematical. s t a t i s t i c s .  Theorems 3 and 4 a re  

devoted t o  a special  investigation of such families of distributions.  

All families of f i n i t e  rank are  separated out by theorem 2 ( a  part- 

Families of distributions,  

* 

We w i l l  analyze the family G of one-dimensional dis t r ibut ions 

-% In par t icular ,  these tLeorems give an answer t o  the question, posed by 
A. N. Kolmogorov, on what shape the suf f ic ien t  s ta t i s t ics , for  the families of 
distributions, mentioned, can have. 

Pe(A) (the - 
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parameter 0 runs through a certain auxi l iary manifold S ). Hence, we assume 

tha t  each P (A)  dist r ibut ion is given i n  a certain A interval  ( f i n i t e  or in- 

f i n i t e )  by the density p(x,Q) 

( regular i ty  condition). Let a ser ies  of n independent experiments be made, 

e 

which i s  a posit ive piece-wise smoot function 
0 

where the results of each experiment are subject t o  the ident ical  distribution 

law from the class G . The possible r e su l t s  generate an n-dimensional space Rn . 
Definition 1. Each function 7((x,, ..., x ) , assuming values from a certain n 

vector space Rm determined for  all 5 6 A ,  . . ., xn C A and satisfying the 

relation: 

P(~,Q)P(X2,Q) .P(Xn,Q> = F($(5,x2, ,Xn> ,Q) 9(5 ,x2 , .  ,x n 

i n  t h i s  region is  called a SUFFICIENT STATISTIC FOR A FAMILY OF DISTRIBUTIONS 

I N  AN INTERVAL OF n VOLUm CHOICES. 

Le t  us make the abbreviation ( y , x 2 ,  ..., x ) = x . Let ll<x> and &(x> 

be two functions defined in a certain region G of the Rn space. Condition- 
n 

ally, l e t  us say t ha t  2, 

‘2 T? “2 -y--.-”--” 

the other. The ~ ( x )  = x s t a t i s t i c  i s  suff ic ient  f o r  any dis t r ibut ion system. 

We w i l l  say tha t  t h e  x(x) s t a t i s t i c  is t r i v i a l  i n  the region G i f  it is  equi- 

valent t o  E(X) i n  a certain region G C G . 

is  subject t o  1’ if i 2 ( x t )  = Z2(xt t )  r e s u l t s  from 

( X I >  = - V  ( X I ? )  . We k ? a l  c d l  jl zc4 V enmivalnn+ if is sz5 jec+~  %= 

# 

Definition 2. Each function defined for  5 E: A ,  x2 C A , .  .., xn e A and 

subject t o  any suff ic ient  s t a t i s t i c  in t h i s  region is called a NECESSARY STATISTIC 

E’OR THE FAMILY OF DISTRIBUTIONS 6 I N  THE A INTERVAL OF n VOLUME CHOICES. 

THEOREMl. Let Qo be an arbitrary element of S . L e t  us put 

gx(0) = I n  p(x,B) - In p(x,Qo) 

space of functions, defined i n  A , containing constants and containing %(e) 

exists such t h a t  2 = 

and l e t  us denote through L the  minimum l i nea r  

-X We ca l l  t h e  function p(x) piece-wise smooth i n  A ilf a region G C A  

and -&&- d (x> ex i s t s  and i s  continuous in G . 
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fo r  any 8 C S . Let the dimensionality of L be r + 1 ( t h a t  r = a, is not 

excluded). Then: 

A. For every f i n i t e  n 4 r , the  arbitrary suff ic ient  s t a t i s t i c  f o r  the 

family G i n  the A interval of n volume choices is trivial. 

f o r  any n r , the system of functions 

i s  functionally independent and forms a necessary and suff ic ient  s t a t i s t i c  f o r  the 

family in the A in te rva l  of n volume choices. 

We c a l l  the number r defined i n  THEOREM 1, THE RANK OF THE SYSTEM OF 

DISTRIEWTIONS IN THE A INTERVAL. 

THEOREM 2. In  order t ha t  the system of dis t r ibut ions (25 have a f i n i t e  rank 

i n  the A interval,  it is necessary and suf f ic ien t  t ha t  the density p(x,8) be 

represented thus: 

where 'p1(x), ...,'P (x) are piece-wise smooth in the A interval .  Hence, i f  

1,vl(x), . . .,'P (x) 

of is  r and f o r  n 9 r , the system of functions: 

r 
is  a l i nea r ly  independent system of functions, then the rank r 

i s  functionally independent and forms a necessary and suff ic ient  s t a t i s t i c  fo r  G 

i n  n volume choices. 

THEOREM 2. Let the F(x,B) dist r ibut ion function be compared t o  each 8 S . 
Let the family 

A interval .  Then: 

of these distributions sa t i s fy  the regular i ty  condition in the 

A. If the gl family of F(x-a,8) (la1 < 6,Q 8 S) dist r ibut ions has a 
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f i n i t e  rank i n  A fo r  a certain 6 > 0 , then the p(x,Q) density i s  represented as: .- 

h 

where wi are complex, ni are constant integers, ci(0) are functions taking 

on complex values. 

B. If A does not contain zero and the G2 family of distributions 

F(5,B) 

the density p(x,B) i s  represented thus: 

( 8  6 S, 2 <d< p) has a f in i t e  rank in A f o r  a certain p > 1 , then 
P 

[pi, ni, ci(e) as  i n  (I)]. 

C. If the G3 family of distributions F 7 ’ 8  ( e  6 S, la1 < 6, - 1 ,( c f <  p) ea ) P 
has f i n i t e  rank i n  A f o r  certain 6 > 0 and p )1 , then: 

(3) p(x,e) = elcp Q(x,e> (x E: A,e 8 S) 

where Q(x,e) is a polynomial i n  x w i t h  complex coefficients dependent on 8 . 
A necessary and suff ic ient  s t a t i s t i c  f o r  the Gl family can be formed from 

+. . . + x k e % ; for  the G2 family, from 
n functions of the form ?e 

for  the G3 family, from functions of the form ~1 k k  + x2 + . . . + x k (k  i s  an 

integer, x i s  a complex constant). 

n * 

The probabili ty density function f o r  m a n y  important distributions equals 

zero outside a certain interval.  If the  whole l i n e  be considered as the A 

interval,  then the regular i ty  condition is  not f u l f i l l e d  here and THEOREM 3 is  

not applicable directly.  

ponds the system of functions giving a necessary and suff ic ient  s t a t i s t i c .  
omit the formulation of the appropriate ru le  because of insufficient space. 

The following theorem can be used instead. 

* It is  not d i f f i cu l t  t o  indicate tha t  set of (k,X) pa i r s  t o  which corres- 
We 
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THEOREM 4. Let the p(x,Q) function f o r  each 8 of S be the probabili ty 

density of a certain one-dimensional dis t r ibut ion.  Let p(x,0) be posi t ive and 

piece-wise smooth with respect t o  x i n  a cer ta in  A in te rva l  f o r  all 8 6 S 

and equal t o  zero outside A . 
utions p(x-a,8) ( 0  G S,-m < a ( + 00) , through G2 

1 x  - p(-,0) (0  E: S, 0 c cr< 00) d d  

$ p ( y , e )  (e 6 S,-m < a ( +  00, 0 (6 ( +  00) . In order f o r  the 6,, G2, G3 
families t o  have f i n i t e  rank on the whole l ine ,  it i s  necessary and suf f ic ien t  

that the p(x,0) 

Let us denote through gl the family of d i s t r ib-  

the family of dis t r ibut ions 

and through g3 the family of dis t r ibut ions 

density be represented f o r  8 E: S, x 6 A , respectively, as (l), 

( 2) o r  (3)  ( i t  i s  also assumed i n  the case of G2 t h a t  the 

contain zero). 

A interval  does not 

A necessary and suff ic ient  s t a t i s t i c  f o r  the gl and G2 families is  given 

by the system of functions mentioned in THEOREM 3 if  A = (-a, ,+ a,). This system 

of functions must be supplemented by the function 

A = (a,+ 00 ) case ( a  f i n i t e )  and by the function "(5 x . . . ,xn) in the 

A = (-00,b) case (b  f i n i t e ) .  Finally, both the functions min(5,x2,. ..,x ) n 

and max(5,x2, ..., xn) must be added t o  the system of functions of THEOREM 3 

min(5,x2,. . . ,x ) n i n  the 

' 2' 

in the  A = (a,b) case, where a and b are  f i n i t e .  Similarly, the necessary 

and suff ic ient  s t a t i s t i c  f o r  the G2 family coincides w i t h  t ha t  mentioned i n  

THEOREM 3 if A = (O,+ a, ) or A = (-m,O) ; it is  obtained from the s ta t is t ic  ' 

mentioned in THEOREM 3 by adding the min(5,x2, ..., xn> i f  A = (a,+ 00) (a>O)  

or A = (-co,b) 

(0 ( a  ( +00) or  A = (b,O) (-00 4 b ( 0) 

( b  < 0 )  ; by adding the max(y,x2 ,... ,%) if A - (0,a) 
and by adding both max(5, ..., x ) n 

and m F n ( 5 ,  ..., xn) if A = (a,b) where a and b are f i n i t e  and not zero. 

Examples. 

1. "he Gaussian density p(x> = - e x p k  $1 has the form ( 3 ) .  I n  
Pi 
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conformance with THEOREM 3 , the pair of functions i s  a necessary 

1 x-a and suff ic ient  s t a t i s t i c  fo r  the family of a p b )  distributions.  

2. Let us investigate the family of distributions given on the  posit ive 

semi-axis by the density: 

(4) 
If p. i s  known, then the necessary and suff ic ient  s t a t i s t i c  i s  given by the pa i r  

n 

i=l 

-% n 
of functions for  unknown p and 1' by the functions 2 In xi 

for  unkn- $ 
n 
Z x r  fo r  unknm ol and 

i=l 
and known "/ and by the functions 

known p .  If 

A interval  and 

first proven by 

p is  unknown, then the rank of the family (4) is  in f in i t e  in any 

t h i s  means tha t  there are  no non-trivial s t a t i s t i c s  ( t h i s  was 

Pinsker) . 
3. For the p(x-a,p,V,p) family, where p(x,p,Y,p) i s  determined by (41, 

the necessary and suff ic ient  s t a t i s t i c  i s  obtained for known p. , according t o  

THEOREM 4, by adding t o  the functions mentioned i n  example 2, the function 

(0 4 8 ( 1) is  obtained by mixing two Gaussian densit ies.  If even one of the 

8,a ,d ,a ,d 1 1 2 2  
utions has in f in i t e  rank. 

parameters i s  unknown, then the corresponding family of dis t r ib-  

5. The necessary and suff ic ient  s t a t i s t i c  fo r  the family of Laplace dis t r ib-  
x a  n 

utions p(x,a,cf) = - 1 exp11+9 f o r  known a equds  2 /xi - a1 . me family 

* "he expression 'CL known, j3, Y unkn own' means t ha t  the family of 
p(x,p,Y,p) distributions is analyzed, where CL is  fixed and $ and V vary 
i n  certain intervals.  

i =1 26 
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.- has rank 00 f o r  unknown a . 
6. The density p(x) = e -(x + e-x) is encountered when investigating the 

l imit ing behavior of the m a x i m u m  of m independent random quant i t ies  as m 3 00. 

The necessary and suff ic ient  s t a t i s t i c  i s  Z -(-xi) (see TmOREM 3 )  f o r  the 

f amlly of p (x-a) distributions.  

n 

is1 

7. Let us consider the arbitrary (a,b) interval  and the uniform dis t r ib-  

ution in t h i s  interval .  The.family of all such dis t r ibut ions is obtained from 

any one of them by a l i nea r  transformation. "he necessary and suff ic ient  stat- 

i s t i c  is given by the p a i r  of functions 

( t h i s  example was first considered by A. N. Kolmogorov h]) . 
mh(%,x2,. . . ,x ) and max(%,x2,. . e ,X ) n n 

June, 1950 
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